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# OTBeTbl REST API

# PaboTa APl ayTeHTUdbMKaumm

# MeTpukn JVM

# ANropuTM paboTbl C METPUKAMM

Bce cepsuchbl B cocTase peleHnsd UIDM npepnoctasngaioT API-uHTepdenc and céopa CHeTUMKOB MOHUTOPUHIa pasnnyHbiMu
cuctemamm Tnna Prometheus, Zabbix, Nagios.

API npepocTaBnseT AaHHble B GopmaTte Prometheus, HO MOCKO/bKY 3TO NPOCTOM TEKCTOBLIV GOpMaT, TO COHOP MOXET BbITb
HacTpoeH Ntobon CUCTEMON.

CepByChbl He BLIMOMHAT OTNPaBKy METPYK, HEOBX0AMMO Neprnoanyecky onpawmeaTts cepsuch (PULL, a He PUSH mMogzensb).
MouTW BCE METPWKM COBUPAIOTCSA Pa3aenbHO AN YCMELHbIX BbI30BOB (SUCCESS) M ANs HeYyCMNeLWHbIX Bbi30BOB (error).
O YéEM MOTYT rOBOPUTbL METPUKMU:

1. CooTHOLWeHwWe success.rate u error.rate roBopuT 0 TOM, Kakas AOMA NOCTYNaloLWmMX 3anpoCcoB 3aKaHYBaeTCH yCMnewHo, a
Kakas OLNOKOW.

2. MMpOLEHTUNN B OT/IMUME OT CPEAHETO, NyYlle FOBOPST O TOM, HACKOIbKO GbICTPO 06pabaThiBaloTCA 3anpockl. Hanpumep,
cpenHee MOXeT BbIFMsiAeTb OUEHb BbICOKMM, HO NPy 3TO 95 NpoLeHTUNb 6yAeT HU3KOW. OTO 3HAUNUT, UTO MOYTH BCE
3anpochl 3aKaHUYMBAOTCS BLICTPO, HO BbINO HECKOMBKO 3aMpPOCOB, KOTOPbIE BbINMOMHSAMNCH OYEHb OO0 U OHU NMOAHSANN
3HauYeHWe CpeiHero BpEMEHW BbINMOMHEHUS.

3. Ecnu BCce 3HauyeHnda TaMepoB Ans error 65iM3kM K 3ajaHHOMY B HaCTpOoKMKax KakoMy-HWby b TanMayTy, TO 3HaUUT, UTO
BCe OLWMBOYHbIE OBpaLleHNs 3aKaHYMBAIOTCH OLWMOKON MMEHHO 13-3a TaMayTa.
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HekoTopble YacTu CUCTEMbI MOKPBLIBAIOTCA METPUKaMU aBTOMaTUYECKN. HanpuMep MHCTPYMEHTUPYIOTCH BCE METO/bl BCEX
KOHTpONnepos, Bce Metoabl Spring Data-penoanTtopues, Bce MeToAbl SOAP-KIMEHTOB, BCe MeTOAbl KNMeHTOB K REST-
cepsucam.

ABTOMaTUYECKOE MHCTPYMEHTUPOBaHNE paboTaeT 3a CHET CKaHNPOBaHWSA Spring-KoHTeKcTa. B ¢pase noctnpoL.eccuHra
WebAPI monitoring-plugin ckaHupyeT KOHTEKCT Ha MpeaMeT Hanuuust 6UHoB (bean) onpeaeneHHoro knacca nmMéo
peanuaylolme onpeaeneHHsin HTepdenc. Mpu noMmouum Reflection mnepeuncnaTca METOAb M PErNCTPUPYIOTCA METPUKM.
NMsA perncTpupyemMon MeTPpUKM COCTaBNAETCA MO NpaBuiam, ONmMCaHHbIM HIXE.

[anee HaBelwBaeTcA MHTEpPLLEeNnTop, KOTOprVI COBCTBEHHO U yBENMYMBaAET METPUKN NMPU BbI3OBE NMHCTPYMEHTUPOBaAHHOIO
MeToaa.

£ Cpesbl

B Prometheus ncnonb3dyeTcd noaxom, Korga Mg MeTPUKKM — KOPOTKOE, MPOCTOE 1 He CTPOUTCSA MO LWabnoHy, Hanpumep
http_request.

OB6bIYHO MeTpPUKa COAEPXMNT MHOIO 3HAYEHWI B 3aBUCUMOCTHM OT XapakKTepucTuk Bbizosa: URL, ko[ oTBeTa, UMSA cepBepa.
Prometheus pelaeT 310 Yepe3d noHATHe label https://prometheus.io/docs/practices/naming/#labels B UIDM ons kaxanow

MeTpuKKM onpepeneHsl label, koTopble n NpefoCTaBNSAIOT pa3nnyHble CPe3bl AaHHbIX.

# BknouyeHne MOHUTOPUHra

1. I3aMeHUTb KOHPUrypauumio B env.properties com.rooxteam.monitoring.prometheus.enabled -ycTaHOBUTL Btrue
OnunoHanbHo com.rooxteam.monitoring.prometheus.port -nponucaTb MOPT, Ha KOTOPLIVM BYOYT BLICTABNATLCA
METPUKM

2. lNepesanyCcTuUTb CepBnC

3. MNpoBepuUTb, YTO MpU CTapTe 3anMcaHo cooblieHne

RX_MONIT 6001: Started Prometheus exporter on port

Ecnu Takoro coobuweHmnsa HET, MoOMcKaTb COOBLLEHNS:

RX_MONIT 6002: Prometheus exporter is not enabled and thus is not started.

lMpoBepuUTb, YTO HacTpoKKa com.rooxteam.monitoring.prometheus.enabled BHeceHa

RX_MONIT 4003: Not starting Prometheus exporter because port is not configured
propertly.

MpoBEpPUTb, UTO MOPT YKasaH KOPPEKTHO.

F#£ KoHeuyHas Touka
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POST https://isso_host}:{prometheus_port}/{query?

{sso_host} - uma xocTa nnu IP-agpec cepsepa UIDM. KoHeuHas ToUka MOHUTOPUHIa HE BLIBOAWUTCS Ha 6aMaHCHUPOBLLNK,
NO3TOMY UCMOMb3YNTE BHYTPEHHMWE afpeca.

Kaxabiv XOCT B KnacTepHOW MHCTanNAuMm TpebyeTtcsa onpawmsaTb OTAENbHO.

MopT MCMOMb3yeTCs N0 YMOMYaHMIO U3 TabnumLbl, TM60 MOXET NepeonpenenaTbCa aAMMHUCTPATOPOM.

Tabnuua 1. TouHble agpeca Ans c6opa METPUK Yy CEPBUCOB

Cepsuc

Sso-server

oauth2-consumer

federation-webapi

webapi-otp-settings

customer-webapi

roox-identity-service-adapter

roox-token-storage

webapi-notifier

Apnpec

http://{sso

host}:15012

http://{sso

host}:27102

http://{sso

host}:13212

http://{sso

host}:29102

http://{sso

host}:33102

http://{sso

host}:31102

http://{sso

host}:43102

http://{sso

host}:34102

MpuMeyaHune

API paboTaeT cornacHo cneumnoukaumm https://prometheus.io/docs/instrumenting/exposition formats/

3AMETKA

BHyTpeHHee yCTpOoMCTBO: B CEPBUCHI BKITIOYEH CTaHOapTHbIN Exporter nopa Java, paboTatowmm yepes Micrometer.

B cnyyae ycnelwHoro BeinonHeHua 3anpoca, HTTP ctatyc oTBeTa 6yaeT 20X, B criyyae npobnem, KoL ctaTyca bynet - 4XX-
5XX, B Tene otBeTa byAeT onMcaHue oWmnobKu.

B kaxgom 3arnpoce HeobxoanMOo MCMNonb30BaThL Basic aBTOpM3aUnto, HanpnMep:

Authorization: Basic dGVzdGxvZ21uOnR1lc3RwYXNzd29yZA==

#£ MeTopbl API

MonyyeHune BCcex MeTpUK

curl 127.0.0.1:15012
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Mpu 3anpoce AaHHbIX OT cepBuca 6e3 napameTpa {query} cepeuc oThaeT BCe MMeoLLMECs AaHHble Mo MeTpukam B text-
based popmaTte

GET / HTTP/1.1

User-Agent: curl/7.19.7 (x86_64-redhat-linux-gnu) libcurl/7.19.7 NSS/3.19.1 Basic ECC
z1lib/1.2.3 1libidn/1.18 libssh2/1.4.2

Host: 127.0.0.1:15012

Accept: */%

HTTP/1.1 200 OK

Date: Tue, 30 Jun 2020 14:52:30 GMT

Content-type: text/plain; version=0.0.4; charset=utf-8
Content-length: 2885051

HF HELP jvm_memory_pool_allocated_bytes_total Total bytes allocated in a given JVM memory
pool. Only updated after GC, not continuously.

F TYPE jvm_memory_pool_allocated_bytes_total counter
jvm_memory_pool_allocated_bytes_total{pool="G1l 0ld Gen",} 1.86078648ES8
jvm_memozry_pool_allocated_bytes_total{pool="Code Cache",} 3.4545408E7
jvm_memory_pool_allocated_bytes_total{pool="G1l Eden Space",} 1.27401984E9
jvm_memory_pool_allocated_bytes_totalf{pool="G1l Survivor Space",% 5.24288E7
jvm_memory_pool_allocated_bytes_total{pool="Compressed Class Space",} 1.2598752E7
jvm_memory_pool_allocated_bytes_total{pool="Metaspace",} 1.10633728E8

CTpOKM HaunHaloWNECH C # CUMTaOTCH 3aKOMMEHTUPOBAHHbBIMK, KPOME ClyYaeB eCcrv NOoc/e HMUX yKa3aHbl TokeHbl HELP
nnn TYPE.

HELP - nocne cebs npuH1UMaeT, Kak MUHUMYM, OWH TOKEH ABNAOWNNCA Ha3BaHWeM MeTpukn. Bce nocnenytowme aaHHble
ABMNAIOTCH ONMUCAHWEM [aHHOM METPUKM

TYPE - nocne cebsa npuHUMaeT, ABa OOMOMHUTENbHbLIX TOKEHA. [epBbiv ABNAETCH Ha3BaHWEM METPUKM, a8 BTOPOK
onpegenseT TUN METPUKM C fAaHHBIM UMEHEM, HanpuMep, counter, gauge, histogram, summary, uiv untyped.

Hanee naoyT METPUKK CO Cpe3amim.

MNonyuyeHue MEeTPUK NO GUNBTPY UMEHU

curl -g 127.0.0.1:15012/?name[] =jvm_buffer_pool_used_bytes

TakXe npu 3anpoce MOXHO yka3aTb KOHKPETHOE MMS METPUKM MCMOMNb3YS KOHCTPYKLMIO
name[]=jvm_buffer_pool_used_bytes, roe BMecTo jvm_buffer_pool_used_bytes MOXHO yka3aTb UMS MHTEPECYIOLLEN
MeTPUKHK

GET /?name[]=jvm_buffer_pool_used_bytes HTTP/1.1

User-Agent: curl/7.19.7 (x86_64-redhat-linux-gnu) libcurl/7.19.7 NSS/3.19.1 Basic ECC
z1ib/1.2.3 1ibidn/1.18 libssh2/1.4.2

Host: 127.0.0.1:15012

Accept: */%

HTTP/1.1 200 0K

Date: Tue, 30 Jun 2020 15:30:25 GMT

Content-type: text/plain; version=0.0.4; charset=utf-8
Content-length: 224

F HELP jvm_buffer_pool_used_bytes Used bytes of a given JVM buffer pool.
HE TYPE jvm_buffer_pool_used_bytes gauge
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jvm_buffer_ pool_used_bytes{ipool="direct",% 1.5097425E7

jvm_buffer_pool_used_bytes{ipool="mapped",% 5.72559294E8

#£ YTo MOHUTOpPUTCH

3anpocbi kCYBA

Nma MeTpukmn

rx_rdbms_repository

YcTapeBlwee MS METPUKHU

com.rooxteam.webapi.repository..methods..*

3HavyeHne MeTPUKHU

Bpemsa BbinonHeHWsa 3anpoca, MC

Cpesbl

Label Cpes

repository VIMst penosuTopua (penos3nTopuit 3To
TEPMUH 13 apXUTEKTYPbl BE6-NPUNOXEHUI
CyLeCTBYET NpaBuio: Kaxaas busHec-
CYLWHOCTb COXPaHAETCA Yepes CBOn
O[JHOMMEHHbI penosnTopuin)

method Nma meTona

status PesynbTaT onepauuu

quantile KeaHTuMb (KBaHTWMb B MATEMATUUYECKOM

CTaTUCTMKE — 3HaYeHne, KOTopoe
3afaHHas cnyyarnHas BennmunHa He
npeBbIlaeT ¢ PUKCUPOBAHHOM
BEPOSATHOCTLIO.)

MpuMepbl 3HaUEHUMH

partnerMappingRepository

hashCode()

success/error

0.5,0.75,0.95,0.98,0.99,0.999

BpeMs Bbino/IHEHUA 3aNpoCoB K BHEWHUM cucteMam no HTTP npoTtokony

Nma MeTpukmn

rx_http_client

YcTapesliee UM METPUKH

com.rooxteam.webapi.clients..methods. .*
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3Ha4yeHune MEeTPUKHU

MeTpMKa 0T06pa>KaeT BpeMs4 BbINOJIHEHUA 3anpoca K BHELUHEeN CUCTEME, MC.

Cpesbl

Label Cpes MpuMepbl 3HaUEHUN

client MMaA cucTemsl, K KOTOpon naeT obpalleHre ssoCacRestTemplate
method mMa MeToga delete(String, Map)

status Pe3ynbTat onepauunu success/error

OxxunpaHue nony4vyeHus U3 nyna noaknoyeHma K CYB

Nma MeTpukmn

rx_rdbms_pool_wait

YcTapeslee UM METPUKH

*.pool.Wait

3HauyeHue MeTpuku

MeTpuka 0To6paxaeT BpeMs OXMAAHWS, MC

Cpesbl

Label Cpes

pool Mma nogknoyeHus
quantile KBaHTW/b

YTunusauusa nyna k CYbB[l

Nma MeTpukmn

rx_rdbms_pool_usage

YcTapesliee UM METPUKH

*.pool.Usage

MpuMepbl 3HaUeHWI

hikari-pool-audit

0.5,0.75,0.95,0.98,0.99,0.999
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3Ha4yeHune MEeTPUKHU

MeTpuka oTobpaxaeT abCTPaKTHYIO BENMUMHY — YPOBEHb 3arpyXXeHHOCTU Myra.

Cpesbl

Label Cpes

pool MmMa nogknoveHus
quantile KBaHTWIb
OTtBeTbl REST API

NMa MeTpuku

rx_http_endpoint

YcTapeBlee M METPUKHN

com.rooxteam.webapi.methods....

3Ha4yeHune MEeTPUKHU

MeTpuka oTobpaxaeT Bpemd oTBeTa API, MC.

MpuMepbl 3HaYeHUM

hikari-pool-audit

0.5,0.75,0.95,0.98,0.99,0.999

Cpesbl
Label Cpes Mpumepbl 3HaYEHUM
api VM8 koHTponnepa API (koHTponnep — sessionList
TEPMUH 13 apXUTEKTYPbl BEG-NPUNTOXEHNI,
B cnyyae REST oanH 6a3oBbin URL
obpabaTbiBaeTCH OQHMM KOHTPONNEPOM,
HanpuMmep /credentials)
endpoint Jlornyeckoe nmst Mmetoaa /sessionList/@me/active
method HTTP-meTon DELETE
status PesynbTaT onepauum success/error

Pa6oTa APl ayTeHTUdUKaLUU

NMa MeTpuku

rx_authnz_endpoint
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VCTapeBu.lee MMA METPUKU

com.rooxteam.monitoring.filter.StatisticalMonitoringFilter...*

3HayeHne MeTpuKu

MeTpuka oTobpaxaeTt Bpemda oTseTa APl ayTeHTUdUKaLmm 1 aBTopu3aLmm, Mc.

Cpesbl

Label Cpes MpuMepbl 3HaUEHUN
apigroup Tun API authentication/authorization
api Tun API oauth1/oauth2/mlk

status PesynbTtaT onepatmu success/error

MeTpuku JVM

Nma MeTpukmn

jvm_buffer_pool_used_bytes

3HauyeHue MeTpuku

MeTpuka oTobpaxaeT konmyecTBo 6anT nyna JVM bydepa onpeneneHHoro tmna

Cpesbl
Label Cpes MpuMepbl 3HaUeHuM
pool Tunnyna direct/mapped

NMa MeTpuku

jvm_buffer_pool_capacity_bytes

3HayeHne MeTpUKM

MeTpuka oTobpaxaeT BMeCTUTENbHOCTL Nyna JVM 6ydepa onpeneneHHoro tmna B 6antax

Cpesbl

Label Cpes MpuMepbl 3HaUYeHuM

pool Tunnyna direct/mapped
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NUma MeTpuku

jvm_buffer_pool_used_buffers

3HayeHue MeTpuKu

MeTpuka oTobpaxaeT KONMM4YeCcTBO UCMOMb30BaHHbIX nynos JVM 6ydepa onpeneneHHoro tuna

Cpesbl
Label Cpes MpuMepbl 3HaUeHUM
pool Tunnyna direct/mapped

Nma MeTpukmn

jvm_info

3HayeHue MeTpuku

NHpopmaums o JVM

Cpesbl

Label Cpes MprMepbl 3HaUeHUM

version Bepcua JVM 1.8.0_242-b08

vendor BeHpoop Oracle Corporation

runtime Cpepfa BbiNOMHEHNs OpenJDK Runtime Environment

NMa MeTpuku

jvm_gc_collection_seconds_sum

3HayeHne MeTpUKH

MeTpuka oTobpaxaeT CyMMapHOe KONMMYeCTBO BPEMEHM NOTPaAYEHHOr 0 B BbiopaHHOM JVM cbopLunke Mycopa, ¢

Cpesbl

Label Cpes MpuMepbl 3HaYeHUM

gc Pasznen kyuu G1Young Generation/G10ld Generation
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NMa MeTpuku

jvm_threads_current

3HayeHne MeTpuKu

MeTpuka oTobpaxaeT TekyLee KOnM4ecTBo NnoTokos JVM

NUMa MeTpuku

jvm_threads_peak

3HayeHue MeTpuKu

MeTpuka oTobpaxaeT NMKoBoe KOnm4ecTBo noTokos JVM

NUma MeTpuku

jvm_threads_deadlocked

3HayeHue MeTpuku

Cycles of JVM-threads that are in deadlock waiting to acquire object monitors or ownable synchronizers

Nma MeTpukmn

jvm_threads_state

3HayeHue MeTpuku

MeTpuka 0To6paxaeT TekyLiee KONMYeCTBO NMOTOKOB B ONpefeNeHHbIX COCTOAHUSX

Cpesbl
Label Cpes MprMepbl 3HaUeHUM
state CocTosiHMe noToka NEW / TIMED_WAITING / BLOCKED /

RUNNABLE / TERMINATED / WAITING

AnropuTtm pa6oTbl C METPUKAMMU

1. BkntounTb OTNpaBKy METPUK prometheus

2. CobupaTb AaHHble Mo MeTpukam (pekomMeHayeTca cobupaTh KOMMYeCcTBO 3arnpoCcoB B Cpe3ax Mo npuaHakam status
success/error, kBaHTunm 95 1 99, min, max n mean).

CobpaHHble AaHHble MO3BOMAT MPOBOANTL aHANM3 NpY BO3SHNUKHOBEHUN NPO6NEM.
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